A DIFFERENCE SCHEME FOR A DEGENERATING CONVECTION-DIFFUSION-REACTION SYSTEM MODELLING CONTINUOUS SEDIMENTATION
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Abstract. Continuously operated settling tanks are used for the gravity separation of solid-liquid suspensions in several industries. Mathematical models of these units form a topic for well-posedness and numerical analysis even in one space dimension due to the spatially discontinuous coefficients of the underlying strongly degenerate parabolic, nonlinear model partial differential equation (PDE). Such a model is extended to describe the sedimentation of multi-component particles that react with several soluble components of the liquid phase. The fundamental balance equations contain the mass percentages of the components of the solid and liquid phases. The equations are reformulated as a system of nonlinear PDEs that can be solved consecutively in each time step by an explicit numerical scheme. This scheme combines a difference scheme for conservation laws with discontinuous flux with an approach of numerical percentage propagation for multi-component flows. The main result is an invariant-region property, which implies that physically relevant numerical solutions are produced. Simulations of denitrification in secondary settling tanks in wastewater treatment illustrate the model and its discretization.
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1. Introduction

1.1. Scope

The separation of fine solid particles from a liquid by gravity under continuous flows in and out of large tanks is a unit operation in wastewater treatment, mineral processing, hydrometallurgy, and other applications. Since gravity acts in one dimension and computational resources for simulations are limited, spatially one-dimensional models are common. The continuous sedimentation of a suspension subject to applied feed and bulk flows, hindered settling and sediment compressibility can be modelled by a nonlinear, strongly degenerate
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parabolic PDE for the solids concentration \( X = X(z,t) \) as a function of depth \( z \) and time \( t \) \cite{karlsen2012well}. This PDE is based on the solid and liquid mass balances, and its coefficients depend discontinuously on \( z \).

Important applications also involve chemical reactions between different components of the solid and liquid phases. In wastewater treatment, there are biokinetic reactions between flocculated activated sludge (bacteria) and substrates (nutrients) dissolved in the liquid. This work combines the model of continuous sedimentation with compression \cite{karlsen2012well} with a description of the transport and reaction of these components. The final model can be written as the system of PDEs

\[
\begin{align*}
\frac{\partial X}{\partial t} + \frac{\partial}{\partial z} \left( \mathcal{F}(X, z, t) - \gamma(z)\partial_z D(X) \right) &= A_X(X, p_X, p_L, z, t), \\
\frac{\partial (p_X X)}{\partial t} + \frac{\partial}{\partial z} \left( p_X \left( \mathcal{F}(X, z, t) - \gamma(z)\partial_z D(X) \right) \right) &= A_X(X, p_X, p_L, z, t), \\
\frac{\partial (p_L l_1(X))}{\partial t} + \frac{\partial}{\partial z} \left( p_L l_2 \left( \mathcal{F}(X, z, t) - \gamma(z)\partial_z D(X), z, t \right) \right) &= A_L(X, p_X, p_L, z, t)
\end{align*}
\]

for \( z \in \mathbb{R} \) and \( t > 0 \), along with suitable initial conditions. The convective flux function \( \mathcal{F} \) describes the bulk flow and hindered settling, while the function \( D \) accounts for sediment compressibility. The characteristic function \( \gamma \) distinguishes between the interior and the exterior of the settling tank, i.e., \( \gamma(z) = 1 \) if \( -H < z < B \) and \( \gamma(z) = 0 \) outside; see Figure 1a. Both \( \mathcal{F} \) and \( D \) depend nonlinearly on \( X \) and discontinuously on \( z \), and it is assumed that \( D = 0 \) on an \( X \)-interval of positive length, so the model is strongly degenerate and its solutions will, in general, be discontinuous. Moreover, \( p_X = p_X(z, t) \) and \( p_L = p_L(z, t) \) are vectors of unknown (mass) percentages of components of the solid and liquid phases, \( l_1 \) and \( l_2 \) are certain given functions, and \( A_X, A_Y \) and \( A_L \) are algebraic expressions that stand for given feed and reaction terms. (Precise definitions and assumptions are provided in Sect. 2.)

We herein derive the new model (1.1) from volume and mass balances and common constitutive assumptions on the relative velocity between the two phases and on the reactions between components. One can insert any suitable constitutive functions that model the effects of hindered settling, compression and biochemical reactions. The model equations are written in a form suitable for explicit numerical methods where the equations in (1.1) are solved consecutively. We derive a difference scheme that combines the approach of \cite{karlsen2012well} for the non-reactive case (i.e., suitable for (1.1a) in the absence of reactions) with the numerical percentage transport introduced in \cite{towers2016well} for a related multi-component, non-reactive model. The main mathematical result is an invariant-region principle proved under a suitable CFL condition. This result ensures that numerical solutions are physically relevant and, in particular, non-negative. Several examples illustrate the predictions of the new model and the convergence property of the scheme.

1.2. Related work

For the non-reactive case, the first model for the hyperbolic case \( (D \equiv 0) \) \cite{ Bulldog2012} described hindered settling, and was extended in \cite{karlsen2012well} by a strongly degenerating diffusion function \( D \neq 0 \) to include sediment compression at high solids concentrations. The discontinuous dependence of \( \mathcal{F} \) on \( z \) and the presence of \( \gamma(z) \) arise from the description of the inlet and outlet streams of the sedimentation tank. Therefore, in the non-reactive case, (1.1a) represents an application of the theory of first-order conservation laws with discontinuous flux and its extensions to degenerate parabolic PDEs. It is well known that solutions of such equations are in general discontinuous and need to be defined as weak solutions along with a selection criterion or entropy condition to ensure uniqueness. The main mathematical issues posed by (1.1a) are to find suitable uniqueness conditions and establish well-posedness \cite{karlsen2012well,towers2016well,blom2012entropy,blom2012well}, as well as to define numerical schemes that provably converge to the unique solution \cite{karlsen2012well}. The well-posedness and numerical analysis of \cite{karlsen2012well} is strongly based on the work by Karlsen, Risebro and Towers \cite{towers2012well,towers2012entropy,towers2012well}. Versions of the scalar equation (1.1a) are still topic of current research in numerical analysis: adaptive resolution schemes for the case \( A_X \equiv 0 \) can be found in \cite{karlsen2012well}, monotone entropy stable schemes for the case \( D \equiv 0 \) and \( A_X \equiv 0 \) in \cite{karlsen2012well}, and a convergence rate in the case \( A_X \equiv 0 \) with several spatial variables is derived in \cite{karlsen2012well}.
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**Figure 1.** (a) An ideal secondary settling tank (SST) with variables of the feed inlet, effluent and underflow indexed with f, e and u, respectively. The effluent, clarification, thickening, and underflow zones correspond to the respective intervals \( z < -H, -H < z < 0, 0 < z < B \), and \( z > B \). The sludge blanket (concentration discontinuity) separates the hindered settling zone and the compression zone. (b) Aligned illustration of the subdivision of the SST into layers (see Sect. 3). The SST is divided into \( N \) internal computational cells, or layers, of depth \( \Delta z = (B + H)/N \).

The well-posedness and numerical analysis of the non-reactive version of (1.1a) has led to a recent simulation model for secondary settling tanks (SSTs) in wastewater treatment and an adhering numerical scheme [9, 10]. That model has shown to give more realistic predictions than previous standard models [30, 36].

There are several motivations for extending our previous non-reactive model to the system (1.1). In both mineral processing and wastewater treatment, liquid flocculant added to the suspension sticks to the small particles so that larger flocs are formed and thereby their settling velocity increased. The importance of reactive sedimentation in wastewater treatment has been demonstrated in [2, 19, 20, 23, 24, 31, 32]. Similar phenomena modelled by PDEs are flocculation in mineral processing [34], multi-component two-phase flow in porous media [3, 6] and particle-size segregation in granular avalanches [22]. Another application with potential modelling advantages is counter-current “washing” of solids, a process of solvent extraction in hydrometallurgy by coupling a series of clarifier-thickeners [35]. A system of PDEs modelling two-dimensional hydrodynamics coupled to biological reactions for algal growth and a numerical scheme can be found in [5].

A PDE model and numerical scheme for batch sedimentation (closed vessel) of two particulate components including a reduced biokinetic model were presented in [7]. The movements of the substrates were only modelled by simple diffusion. In the examples herein we use the same biokinetic denitrification reactions as in [7].

Positivity preservation of numerical scheme for conservation laws [4, 33] is a challenge in itself. Standard numerical fluxes for finite volume schemes do not preserve the fundamental requirements that the mass per-
centages belong to the interval \([0,1]\) and their sum is always equal to one \([25]\). This is, however, handled by our numerical scheme.

1.3. Outline of the remainder of the paper

In Section 2, the model is derived. To this end, we introduce in Section 2.1 the concept of an ideal secondary settling tank (SST) (see Fig. 1), the model variables and some fundamental assumptions. Simplifying assumptions typical of wastewater treatment are collected in Section 2.2. The mathematical model, based on conservation laws, is stated in Section 2.3. To convert it into an equivalent model suitable for simulation, we first replace (in Sect. 2.4) the abstract solid and fluid phase velocities by a mixture bulk velocity, expressed by the given volumetric flows and model variables, and a solid-fluid relative velocity, prescribed by constitutive functions. Next, in Section 2.5 we derive explicit expressions for the total fluxes of the solid and liquid phases, and after further reformulations arrive in Section 2.6 at the model in final, solvable form akin to (1.1). To close the model we introduce in Section 2.7 constitutive functions for hindered and compressive settling, and address in Section 2.8 the choice of initial data and feed input functions for a reactive model of denitrification. In Section 3, a numerical scheme is derived along with a CFL condition and an invariant region property. This is done via a method-of-lines discretization (Sect. 3.1) that combines ingredients from [9] and [16]. A time discretization leading to a fully discrete scheme is introduced in Section 3.2, and the corresponding CFL condition is stated in Section 3.3. Section 4 is devoted to the proof, via several lemmas that appeal to monotonicity arguments, of the main mathematical result, Theorem 4.6, which states that the scheme satisfies an invariant-region principle. In Section 5, we present numerical examples for a reaction model of denitrification. These illustrate the response of the SST to variations of the feed inputs and the impact of different constitutive assumptions. Section 5.5 contains estimations of the corresponding error and convergence rate. Conclusions are summarized in Section 6.

2. Model formulation

2.1. Assumptions

In mineral processing and hydrometallurgy, continuously operated sedimentation tanks are usually referred to as “clarifier-thickeners” or simply “thickeners”, and in wastewater treatment (our main motivation) as “secondary clarifiers” or “secondary settling tanks” (SSTs). The ideal SST, shown in Figure 1a, has a constant cross-sectional area \(A\). The concentration of each component is assumed to depend only on time \(t\) and depth \(z\) measured from the feed inlet located at \(z = 0\). The balance laws that make up the model hold for \(z \in \mathbb{R}\), have coefficients that are spatially discontinuous at \(z = -H, 0\) and \(B\), and need no boundary condition. The suspension is constituted by the solid phase that consists of particles and the liquid phase that consists of substrates dissolved in water.

The total concentration of particles (or the solid phase) is denoted by \(X(z,t)\). Each (flocculated) multicomponent particle is assumed to consist of a number \(k_X\) of components described by the (mass) percentage vector

\[
P_X = (p_X^{(1)}, p_X^{(2)}, \ldots, p_X^{(k_X)})^T, \quad \text{where} \quad p_X^{(1)} + \ldots + p_X^{(k_X)} = 1.
\]  

(2.1)

The effluent concentration is \(X_e(t) := \lim_{\varepsilon \to 0^+} X(-H - \varepsilon, t)\). The underflow concentration \(X_u\) and the percentage vectors \(p_{X,e}\) and \(p_{X,u}\) are defined analogously. The concentrations of all solid components are

\[
p_X X =: C = (C^{(1)}, \ldots, C^{(k_L)})^T.
\]

For \(X = 0\) the values of \(p_X\) are irrelevant; however, they should always satisfy (2.1).

The total concentration of the liquid phase is denoted by \(L(z,t)\). The percentage vector \(p_L\) and the concentrations at the in- and outlets are defined in the same way as for the solid phase. We assign the last
percentage $p_{L}^{(k)}$ for the water component, which is much larger than the percentages of the soluble components $p_{L}^{(i)}$, $i = 1, \ldots, k_{L} - 1$. If the concentrations of the soluble components are contained in the vector

$$S = (S^{(1)}, \ldots, S^{(k_{L} - 1)})^T$$

and $W$ denotes the water component, then

$$p_{L}L = \left( \frac{S}{W} \right), \text{ where } W = p_{L}^{(k_{L})}L = \left( 1 - \sum_{i=1}^{k_{L} - 1} p_{L}^{(i)} \right) L = L - \sum_{i=1}^{k_{L} - 1} S^{(i)}.$$

The concentrations $X_{t}$, $L_{t}$, percentage vectors $p_{X,t}$, $p_{L,t}$, and volumetric flows $Q_{t} \geq Q_{u} > 0$ are given functions of $t$. It turns out that the effluent volumetric flow $Q_{e}(t; C, S)$ generally depends on unknown variables via the reaction terms; see Section 2.4. We define $q_{t} := Q_{t}/A$, $q_{e} := Q_{e}/A$ and $q_{u} := Q_{u}/A$.

The density of the solid phase $\rho_{X}$ is assumed to be constant and much greater than the maximum packing concentration of the solids $X_{\text{max}}$.

The (unknown) solid and liquid phase velocities are denoted by $v_{X} = v_{X}(z, t)$ and $v_{L} = v_{L}(z, t)$, respectively. Inside the SST, the particles undergo hindered settling and compression according to some constitutive function (see Sect. 2.7) for the relative velocity

$$v_{X} - v_{L} =: v_{\text{rel}} = v_{\text{rel}}(X, \partial X/\partial z).$$

In the effluent and underflow zones, both phases move at the same velocity, i.e.,

$$v_{\text{rel}} := 0 \quad \text{for } z < -H \text{ and } z \geq B.$$

The reaction terms for all particulate and soluble components are collected in the vectors $R_{X}(C, S)$ of length $k_{X}$ and $R_{L}(C, S)$ of length $k_{L}$. We define

$$\tilde{R}_{X}(C, S) := \sum_{i=1}^{k_{X}} R_{X}^{(i)}(C, S), \quad \tilde{R}_{L}(C, S) := \sum_{i=1}^{k_{L}} R_{L}^{(i)}(C, S).$$

We assume that every volume of the suspension initially contains either of the two phases in the SST and always for the feed input. For a small volume $V = V_{X} + V_{L}$ of suspension, where $V_{X}$ and $V_{L}$ are the respective volume of each phase, the masses of the two phases in $V$ can be expressed as $\rho_{X}V_{X} = XV$ and $\rho_{L}V_{L} = LV$, respectively.

**Remark 2.1.** To allow for defining local values of density, concentration and volume fraction, the volume $V$ should be sufficiently small but contain enough particles to be representative. We refer to [18] for a discussion including different definitions involving, e.g., the average or expected values of $V_{X}$ and the mass $m_{X}$ such that the limit $\lim_{V \to 0^{+}} m_{X}/V_{X}$ exists and can define the density $\rho_{X}$.

### 2.2. Specific assumptions for wastewater treatment

The assumptions stated so far refer to any application. The further analysis will, however, rely on some simplifying assumptions typical of wastewater treatment with biological reactions. Since the liquid phase in the feed inlet consists almost entirely of water, the density of the liquid phase $\rho_{L}$ is assumed to be constant.

The water concentration $W = p_{L}^{(k_{L})}L$ does not influence, nor is influenced by, any reaction, so that $R_{L}^{(k_{L})} = 0$. We assume zero growth of bacteria when there is no, i.e., $R_{X,j}(0, S) = 0$, and allow that a zero soluble substrate concentration may increase due to decay of bacteria, that is, $R_{L,j}(C, 0) \geq 0$ (non-negative components). We also assume that if one component is not present, i.e. $p_{X}^{(k)} = 0$, then there cannot vanish any such material, i.e.,

$$R_{X}^{(k)}(p_{X}X, S)|_{p_{X}^{(k)}=0} \geq 0,$$  (2.5)
and similarly for the substrate reaction functions $R_L$. Furthermore, we assume that there is no reaction in the effluent and underflow regions. Finally, the following assumptions are technical but not restrictive for the application:

$$\tilde{R}_X(p_X X_{\text{max}}, S) = 0, \quad v_{\text{rel}}(X_{\text{max}}, \partial_z X) = 0. \tag{2.6}$$

The former states that the bacteria cannot grow when they have reached the maximum concentration $X_{\text{max}}$ and the latter that the particles follow the liquid flow at $X_{\text{max}}$.

### 2.3. Balance equations

The fundamental equation that every volume of the suspension contains either of the two phases can be written as

$$V_X + V_L = V \iff \frac{X}{\rho_X} + \frac{L}{\rho_L} = 1 \iff L = \rho_L - r_X, \quad \text{where } r := \frac{\rho_L}{\rho_X}. \tag{2.7}$$

We assume that this is satisfied at $t = 0$ within the SST and always for the given feed concentrations; $X_f/\rho_X + L_f/\rho_L = 1$. The assumption $\rho_X > X_{\text{max}}$ implies that always $L > 0$.

The conservation of mass for each particulate and soluble/liquid component and the requirements of the percentages imply the following system of equations for $z \in \mathbb{R}$ and $t > 0$, where $\delta(z)$ is the delta function:

$$\frac{\partial(p_X X)}{\partial t} + \frac{\partial(p_X X v_X)}{\partial z} = \delta(z)p_{X,f} X_f q_f + \gamma(z)R_X(C, S), \tag{2.8a}$$

$$\frac{\partial(p_L L)}{\partial t} + \frac{\partial(p_L L v_L)}{\partial z} = \delta(z)p_{L,f} L_f q_f + \gamma(z)R_L(C, S), \tag{2.8b}$$

$$p_X^{(1)} + \ldots + p_X^{(k_X)} = 1, \tag{2.8c}$$

$$p_L^{(1)} + \ldots + p_L^{(k_L)} = 1. \tag{2.8d}$$

### 2.4. Phase, bulk and relative velocities

The full set of $k_X + k_L + 4$ balance equations are (2.3), (2.7) and (2.8), and the unknowns are $p_X$, $X$, $v_X$, $p_L$, $L$ and $v_L$. We now reduce the number of equations by eliminating the variables $v_X$ and $v_L$. To this end, we first replace them by $v_{\text{rel}}$ and the average bulk velocity of the suspension $q$, and then express $q$ in terms of the rest of the unknowns.

**Lemma 2.2.** Equations (2.8a) and (2.8c) are equivalent to (2.8a) and

$$\frac{\partial X}{\partial t} + \frac{\partial(X v_X)}{\partial z} = \delta(z)X_f q_f + \gamma(z)\tilde{R}_X. \tag{2.9}$$

Analogously, (2.8b) and (2.8d) are equivalent to (2.8b) and

$$\frac{\partial L}{\partial t} + \frac{\partial(L v_L)}{\partial z} = \delta(z)L_f q_f + \gamma(z)\tilde{R}_L. \tag{2.10}$$

**Proof.** Summing all equations in (2.8a), using (2.8c) and that $p_{X,f}$ satisfies (2.1), we get (2.9). Conversely, summing all equations in (2.8a) and subtracting (2.9) implies (2.8c).

With the volume fraction of the solid phase $\phi := V_X/V$, we have $X = \rho_X \phi$ and $L = \rho_L (1 - \phi)$, cf. (2.7). Analogously, the feed inlet concentrations can be written as $X_f = \rho_X \phi_f$ and $L_f = \rho_L (1 - \phi_f)$. Substituting these expressions into (2.9) and (2.10) and dividing by the constant densities $\rho_X$ and $\rho_L$, respectively, we get

$$\frac{\partial \phi}{\partial t} + \frac{\partial(\phi v_X)}{\partial z} = \delta(z)\phi_f q_f + \gamma(z)\tilde{R}_X \rho_X, \tag{2.11a}$$

$$\frac{\partial(1 - \phi)}{\partial t} + \frac{\partial((1 - \phi) v_L)}{\partial z} = \delta(z)(1 - \phi_f) q_f + \gamma(z)\tilde{R}_L \rho_L. \tag{2.11b}$$
Adding these two equations and defining the average bulk velocity and a weighted reaction function:

\[ q(z, t) := \phi v_X(z, t) + (1 - \phi)v_L(z, t), \]  
(2.11)

\[ \mathcal{R}(C, S) := \frac{\tilde{R}_X(C, S)}{\rho_X} + \frac{\tilde{R}_L(C, S)}{\rho_L}, \]  
(2.12)

we get an equation without any time derivative:

\[ \frac{\partial q}{\partial z} = \delta(z)q_t + \gamma(z)\mathcal{R}(C, S). \]  
(2.13)

We can express \( v_X \) and \( v_L \) in terms of \( q \) and \( v_{\text{rel}} \) since (2.3) and (2.11) are equivalent to

\[ v_X = q + v, \quad \text{where } v := (1 - \phi)v_{\text{rel}}, \]  
(2.14)

\[ v_L = q - \phi v_{\text{rel}}. \]  
(2.15)

We now derive an explicit expression for \( q \). In view of (2.4), (2.11) implies:

\[ q(z, t) = \begin{cases} 
  v_X(z, t) = v_L(z, t) = -q_e(t) & \text{for } z \leq -H, \\
  v_X(z, t) = v_L(z, t) = q_u(t) & \text{for } z \geq B,
\end{cases} \]  
(2.16)

where \( q_u \) is known and \( q_e \) is unknown. We integrate (2.13) from \( z \) to \( B \) to get

\[ q(z, t; C, S) = q(B, t) - \int_z^B \left( \delta(\xi)q_t(t) + \gamma(\xi)\mathcal{R}(C(\xi, t), S(\xi, t)) \right) d\xi. \]  
(2.17)

The following function describes the additional bulk velocity due to the reactions:

\[ q^\text{reac}(z; C, S) := \int_z^B \gamma(\xi)\mathcal{R}(C, S) d\xi. \]  
(2.18)

Since by (2.16), \( q(B, t) = q_u(t) \), we may express \( q \) in terms of the unknowns as follows:

\[ q(z, t; C, S) := \begin{cases} 
  q_u(t) - q_e(t) - q^\text{reac}(-H; C, S) & \text{for } z \leq -H, \\
  q_u(t) - q_e(t) - q^\text{reac}(z; C, S) & \text{for } -H < z < 0, \\
  q_u(t) - q^\text{reac}(z; C, S) & \text{for } 0 < z < B, \\
  q_u(t) & \text{for } z \geq B.
\end{cases} \]  
(2.19)

Moreover, (2.16) states that \( q(z, t) = -q_e(t) \) for \( z \leq -H \), so (2.19) defines the effluent bulk velocity in terms of the unknowns: \( q_e(t; C, S) = q_u(t) - q_e(t) + q^\text{reac}(-H; C, S) \).

### 2.5. Solid and liquid total fluxes

The flux functions of the PDEs (2.9) for \( X \) and (2.10) for \( L \) can, by means of (2.14) and (2.15), be written as

\[ Xv_X = Xq + Xv, \]  
(2.20)

\[ Lv_L = \rho_L(1 - \phi)(q - \phi v_{\text{rel}}) = \rho_L((1 - \phi)q - \phi v) = \rho_L \left( q - \frac{Xq + Xv}{\rho_X} \right). \]  
(2.21)

Thus, we define the total fluxes in terms of \( q \) and \( v = (1 - \phi)v_{\text{rel}} \) as follows:

\[ F_X := Xq + Xv = Xq + X \left( 1 - \frac{X}{\rho_X} \right) v_{\text{rel}}, \]  
(2.22)

\[ F_L := \rho_L q - rF_X \iff \frac{F_X}{\rho_X} + \frac{F_L}{\rho_L} = q. \]  
(2.23)
With $q$ defined by (2.19), $F_X$ by (2.22) and $F_L$ by (2.23) we get the following governing equations, which neither contain $v_X$ nor $v_L$:

\[
\begin{align*}
\frac{\partial (p_X X)}{\partial t} + \frac{\partial (p_X F_X)}{\partial z} &= \delta(z)p_X X_l q_l + \gamma(z) R_X(C, S), \\
\frac{\partial (p_L L)}{\partial t} + \frac{\partial (p_L F_L)}{\partial z} &= \delta(z)p_L L_l q_l + \gamma(z) R_L(C, S),
\end{align*}
\]  

(2.24a) \hspace{1cm} (2.24b)

\[
\begin{align*}
p_X^{(1)} + \ldots + p_X^{(k_X)} &= 1, \\
p_L^{(1)} + \ldots + p_L^{(k_L)} &= 1.
\end{align*}
\]  

(2.24c) \hspace{1cm} (2.24d)

The proof of the following lemma is analogous to that of Lemma 2.2.

**Lemma 2.3.** Equations (2.24a) and (2.24c) are equivalent to (2.24a) and

\[
\frac{\partial X}{\partial t} + \frac{\partial F_X}{\partial z} = \delta(z)X_l q_l + \gamma(z) R_X.
\]  

(2.25)

Analogously, (2.24b) and (2.24d) are equivalent to (2.24b) and

\[
\frac{\partial L}{\partial t} + \frac{\partial F_L}{\partial z} = \delta(z)L_l q_l + \gamma(z) R_L.
\]  

(2.26)

**Lemma 2.4.** Equations (2.25) and (2.26) are equivalent to (2.25) and (2.7).

**Proof.** Dividing (2.25) by $\rho_X$, (2.26) by $\rho_L$ and summing these two equations, we get the following equation which can replace (2.26) (with maintained equivalence):

\[
\frac{\partial}{\partial t} \left( \frac{X}{\rho_X} + \frac{L}{\rho_L} \right) + \frac{\partial}{\partial z} \left( \frac{F_X}{\rho_X} + \frac{F_L}{\rho_L} \right) = \delta(z)q_l \left( \frac{X_l}{\rho_X} + \frac{L_l}{\rho_L} \right) + \gamma(z) \left( \frac{R_X}{\rho_X} + \frac{R_L}{\rho_L} \right)
\]  

All terms except the first cancel. This is because of the equality (2.23), the expression (2.17) for $q$ and the definition of $R$ in (2.12). The remaining equation is

\[
\frac{\partial}{\partial t} \left( \frac{X}{\rho_X} + \frac{L}{\rho_L} \right) = 0 \Leftrightarrow \frac{\partial}{\partial t} \left( \frac{V_X}{V} + \frac{V_L}{V} \right) = 0 \Leftrightarrow \frac{V_X}{V} + \frac{V_L}{V} = g(z),
\]  

where the function $g(z)$ must be equal to one, since it is at time $t = 0$ by assumption. Hence, the remaining equation is equivalent to (2.7). \qed

**Lemma 2.5.** Equations (2.3), (2.7) and (2.8) are equivalent to the governing equations (2.24).

**Proof.** Lemma 2.2 states that (2.8e) and (2.8d) can be replaced (keeping the equivalence) by (2.9) and (2.10). Equations (2.3) and (2.7) imply via (2.20)–(2.23) that $X v_X = F_X$ and $L v_L = F_L$. Hence, (2.9) and (2.10) are equivalent to (2.25) and (2.26), which by Lemma 2.3 can be replaced by (2.24c) and (2.24d). For the other implication, we should prove that (2.3), (2.7), $F_X = X v_X$ and $F_L = L v_L$ hold. Lemma 2.3 implies first that (2.24c) and (2.24d) can be replaced by (2.25) and (2.26). Then Lemma 2.4 implies (2.7). By (2.14) and (2.15), (2.3) is directly satisfied and $F_X = X(q + v) = X v_X$. With this equality and $\phi = X/\rho_X$, we obtain from (2.11) $F_X/\rho_X + (1 - X/\rho_X)v_X = q$. Substituting this into the definition of $F_L$ (2.23), we get $F_L = \rho_L(q - r F_X) = (\rho_L - r X)v_L = L v_L$, where the last equality follows from (2.7). \qed
2.6. Model equations in final form

We observe that the last scalar equation of (2.24b) determines \( p_L^{(k_L)} \) for the water component of the liquid. This variable does not appear in any other equation. A simpler equation to determine \( p_L^{(k_L)} \) is (2.24d). Let the notation with a bar \( \bar{p}_L \) denote the first \( k_L - 1 \) components of \( p_L \).

**Theorem 2.6.** The balance equations (2.3) and (2.8) are equivalent to the following set of model equations defined for \( z \in \mathbb{R} \) and \( t > 0 \):

\[
\frac{\partial X}{\partial t} + \frac{\partial F_X}{\partial z} = \delta(z) X_q \rho L - r X, \\
\frac{\partial (p_X X)}{\partial t} + \frac{\partial (p_X F_X)}{\partial z} = \delta(z) p_{X,i} X_q \rho L - r X, \\
\frac{\partial (p_L L)}{\partial t} + \frac{\partial (p_L F_L)}{\partial z} = \delta(z) p_{L,i} L_q + \gamma(z) R_L, \quad \text{where} \quad F_L = \rho L g - r F_X, \\
p_L^{(k_L)} = 1 - (p_L^{(1)} + \ldots + p_L^{(k_L-1)}). \tag{2.27a--2.27e}
\]

**Proof.** We apply Lemmas 2.5, 2.3 and 2.4 (in that order) to obtain equivalently (2.27a)--(2.27c) and (2.24b). It remains to prove that (2.24b) can be split into (2.27d) and (2.27e). Lemma 2.4 states that we can replace (2.27c) by (2.26), which in turn by Lemma 2.3 can be replaced by (2.27e). Conversely, summing the equations in (2.27d), recalling that \( R_L^{(k_L)} = 0 \) and using (2.27e), we get

\[
\frac{\partial}{\partial t} ((1 - p_L^{(k_L)}) L) + \frac{\partial}{\partial z} ((1 - p_L^{(k_L)}) F_L) = \delta(z)(1 - p_L^{(k_L)}) L_q + \gamma(z) R_L.
\]

Now subtract (2.26) to obtain the last equation of (2.24b). \( \square \)

The formulation (2.27) has two advantages. Firstly, for a numerical method with explicit time stepping, the new value of \( X \) is obtained by solving (2.27a) only. Then \( p_X \) is updated by (2.27b), etc. Secondly, this form of the governing equations yields the invariant-region property of the numerical scheme (see Theorem 4.6), which states that the solution stays in the following region (vectors in inequalities should be interpreted component-wise):

\[
\Omega := \{ \mathcal{U} \in \mathbb{R}^{k_X+k_L+2} : 0 \leq p_X, p_L \leq 1, \ 0 \leq X \leq X_{\max}, \rho_L - r X_{\max} \leq L \leq \rho_L, p_X^{(1)} + \ldots + p_X^{(k_X)} = 1, p_L^{(1)} + \ldots + p_L^{(k_L)} = 1 \}.
\]

We have no proof that an exact solution of system (2.27) stays in \( \Omega \) if the initial datum is since the well-posedness (existence and uniqueness) analysis of the model is not yet concluded, and a suitable concept of a (discontinuous) exact solution is not yet established. However, it is reasonable to expect that an exact solution of (2.27) should also assume values within \( \Omega \). To support this conjecture, we mention first that the invariant region property proved herein holds uniformly for approximate solutions, and therefore will hold for any limit to which the scheme converges as discretization parameters tend to zero. In fact, in some previous work on related models the existence of an exact solution is proved by convergence of a suitable numerical scheme \([11, 12, 28]\), where the convergence proofs involve a uniform \( L^\infty \) bound, that is, a simple form of an invariant-region principle. For instance, consider the Cauchy problem for the scalar equation (2.27a) without the reaction term \( \bar{R}_X \equiv 0 \). Bürger et al. [12] proved the existence of a solution \( X = X(z,t) \), which has the interval \([0,X_{\max}]\) as invariant region, via the convergence of an explicit numerical scheme. With the properties of the reaction term here, namely that \( \bar{R}_X = 0 \) if \( X = 0 \) or \( X = X_{\max} \), the invariance property of the numerical scheme follows with the arguments of the proof of Lemma 4.3 (in Sect. 4). The convergence of that scheme with a reaction term being a function of \( X \) only (and utilizing that it is zero for \( X = 0 \) or \( X = X_{\max} \)) can be established by modifying the proof in [12].
Another important property of (2.27) is its hyperbolicity, that is, in those regions where the governing system of PDEs reduces to a first-order system of conservation laws, the corresponding flux Jacobian should have real eigenvalues only. To verify satisfaction of this property here, we assume for a moment that $F_X$ is a convective flux function, i.e., a function of $X$ only ($v_{\text{rel}}$ is a function of $X$ only; see (2.22)). Then the system (2.27) is of first order where the Jacobian is the same as for the homogeneous system

$$\frac{\partial}{\partial t} \begin{pmatrix} X \\ p_X X \\ p_L L \end{pmatrix} + \frac{\partial}{\partial z} \begin{pmatrix} F_X \\ (p_X X) F_X \\ (p_L L) F_L L \end{pmatrix} = 0,$$

that is, since $F_X$, $F_L$ and $L$ are functions of $X$, its Jacobian is a lower triangular matrix with the diagonal

$$\left( F_X(X), \frac{F_X(X)}{X}, \ldots, \frac{F_X(X)}{X}, \frac{F_L(X)}{X}, \ldots, \frac{F_L(X)}{X} \right).$$

Since these entries are real, the system is hyperbolic. In the next subsection, we will assume a constitutive assumption that implies that the system (2.27) in addition to the convective flux has second-order derivatives.

### 2.7. Constitutive assumptions for hindered and compressive settling

Consistently with [7,10,12] we assume that $v_{\text{rel}} = v/(1-\phi)$, where

$$v = v(X, \partial X/\partial z, z) := \gamma(z) v_{\text{hs}}(X) \left( 1 - \frac{\rho X \sigma_e(X)}{X g(\rho X - \rho L)} \frac{\partial X}{\partial z} \right).$$

Here, $v_{\text{hs}}$ is the hindered settling velocity and $\sigma_e$ the effective solids stress, for which constitutive functions are needed; see Section 5. We require that $\sigma_e(X) = 0$ for $X < X_c$, where $X_c$ is a critical concentration above which the particles form a network, and $\sigma_e(X) \geq 0$ for $X > X_c$ (see [12]). It is convenient to define

$$f_b(X) := X v_{\text{hs}}(X), \quad d(X) := v_{\text{hs}}(X) \frac{\rho X \sigma_e'(X)}{g(\rho X - \rho L)}, \quad D(X) := \int_{X_c}^X d(s) \, ds.$$  

With the batch settling flux function $f_b(X)$, the total particulate flux (2.22) becomes

$$F_X(X, \partial X/\partial z, z, t) = X q(z, t) + \gamma(z) \left( f_b(X) - \frac{\partial D(X)}{\partial z} \right). \quad (2.28)$$

**Remark 2.7.** We verify that the final model can be expressed as (1.1) when the reactive bulk velocity is neglected, i.e., $q^{\text{reac}} := 0$. Then (2.19) implies that $q = q(z, t)$, and comparing (1.1a) with (2.27a) and (2.28), we get $F(X, z, t) = X q(z, t) + \gamma(z) f_b(X)$. Moreover, by (2.7) we can express $L = l_1(X) := \rho_L - rX$. Thus, all variables $p_X$, $X$, $p_L$, $S$ and $C$ can be expressed in terms of $p_X$, $p_L$ and $X$, so that the right-hand sides of (2.27a), (2.27b) and (2.27d) can be written as functions $A_X$, $A_L$, and $A_L$, respectively, of $(X, p_X, p_L, X, z, t)$.

Finally, (2.23) gives $F_L = l_2(F_X, z, t) := \rho_L q(z, t) - rF_X$.

### 2.8. Initial data and feed input functions

Initial data at $t = 0$, namely

$$X(z, 0) = X^0(z), \quad p_X(z, 0) = p^0_X(z), \quad p_L(z, 0) = p^0_L(z), \quad L(z, 0) = L^0(z), \quad z \in \mathbb{R}$$

are obtained either from direct information on the particulate total concentration $X^0(z)$ and the percentage vector $p_X^0(z)$, or from given component concentrations:

$$p_X^0 X^0 = C^0 = (C^{(1), 0}, \ldots, C^{(kX), 0})^T.$$
In the latter case, summation yields

\[ X^0 = C^0 \frac{q^0}{X^0}. \]

If \( S^0 = (S^{(1),0}, S^{(2),0}, \ldots, S^{(k-1),0})^T \) denotes the initial soluble concentrations, then (2.7) and (2.2) give \( L^0 = \rho_L - rX^0 \) and

\[ p^0_L = \left( 1 - \sum_{i=1}^{k-1} S^{(i),0}/L^0 \right). \]

The feed input functions \( p_{X,i}(t), X_i(t), p_{L,i}(t) \) and \( L_i(t) \) are defined analogously.

3. A NUMERICAL SCHEME

As in [9], we divide the SST into \( N \) internal computational cells, or layers, of depth \( \Delta z = (B + H)/N \); see Figure 1b. The midpoint of layer \( j \) is assumed to have the coordinate \( z_j \), hence the layer is the interval \([z_{j-1/2}, z_{j+1/2}]\). Layer 1, the top layer in the clarification zone, is thus \([z_{1/2}, z_3/2] = [-H, -H + \Delta z], \) and the bottom location is \( z = z_{N+1/2} = B \). We define \( j_t \) to be the smallest integer larger than or equal to \( H/\Delta z \), i.e., \( j_t := [H/\Delta z] \). Then the feed inlet (\( z = 0 \)) is located in layer \( j_t \) (the feed layer). Layers \(-1 \) and \( N + 1 \) have been added to obtain the correct effluent and underflow concentrations, respectively. The average values of the unknowns in each layer \( j \) are denoted by \( p_{X,j} = P_{X,j}(t), X_j = X_j(t), etc. \) The unknown output functions at the effluent and underflow are \( p_{X,j}(t) := X_0(t), X_n(t) := X_{N+1}(t), etc. \) To simplify formulas below, we use two mirror cells and set \( X_{-1} := X_0, X_{N+2} := X_{N+1} \) and analogously for the other variables.

3.1. Spatial discretization

The computational domain is composed of \( N + 2 \) intervals and one needs to define numerical fluxes for \( N + 3 \) layer boundaries. Except for the reaction term, (2.27a) is a model for which a working numerical scheme is available [9]. The reaction term depends on all variables, and is strongly coupled to the other equations via the total flux (2.28), which contains the bulk velocity \( q = q(z, t, C, S) \), which, in contrast to the non-reactive case, depends on the unknown concentrations via \( q^{\text{reac}} \) in (2.18) and (2.19). This function is well defined at \( z_{j+1/2} \) because of the integration in (2.18). For piecewise constant functions in each layer, i.e. \( X(z, t) = X_j, z \in (z_{j-1/2}, z_{j+1/2}], etc., \) we obtain

\[ q^{\text{reac}}_{j+1/2} := q^{\text{reac}}(z_{j+1/2}) := \left\{ \begin{array}{ll} \sum_{i=j+1}^N \gamma_i \mathcal{R}_i \Delta z & \text{for } j = -1, \ldots, N - 1, \\ X_j & \text{for } j = N, N + 1, \end{array} \right. \] (3.1)

where we recall that \( \mathcal{R} = 0 \) outside the SST, and then define \( q_{j+1/2} := q(z_{j+1/2}, t) \) in accordance with (2.19):

\[ q_{j+1/2} = \left\{ \begin{array}{ll} q_0(t) - q_0(t) - \sum_{i=j+1}^N \mathcal{R}_i \Delta z & \text{for } j = -1, \ldots, j_t - 1, \\ q_0(t) - \sum_{i=j+1}^N \mathcal{R}_i \Delta z & \text{for } j = j_t, \ldots, N - 1, \\ q_0(t) & \text{for } j = N, N + 1. \end{array} \right. \] (3.2)

The first bulk flow term \( qX \) of (2.28) can be handled by a standard upwind flux:

\[ B_{j+1/2} := \left\{ \begin{array}{ll} q_{j+1/2}X_{j+1} & \text{if } q_{j+1/2} \leq 0, \\ q_{j+1/2}X_j & \text{if } q_{j+1/2} > 0, \\ j = -1, \ldots, N + 1. \end{array} \right. \] (3.3)

The rest of the terms of (2.28) are only non-zero (strictly) inside the SST. We define \( \gamma_{j+1/2} := \gamma(z_{j+1/2}) \) (recall that \( \gamma(-H) = \gamma(B) = 0 \)) and define the numerical convective flux \( G_{j+1/2} \) for \( j = -1, \ldots, N + 1 \) by means of
the Godunov flux $\mathcal{G}$:

$$G_{j+1/2} := \gamma_{j+1/2} \mathcal{G}(X_j, X_{j+1}), \quad \text{where} \quad \mathcal{G}(u, v) := \begin{cases} 
\min_{u \leq X \leq v} f_h(X) & \text{if } u \leq v, \\
\max_{u \geq X \geq v} f_h(X) & \text{if } u > v.
\end{cases} \quad (3.4)$$

Analogously, the numerical diffusive flux (modelling compression in sedimentation) is

$$J_{j+1/2} := \gamma_{j+1/2} \frac{D(X_{j+1}) - D(X_j)}{\Delta z}, \quad j = -1, \ldots, N + 1.$$

Then the total flux (2.28) between cells $j$ and $j + 1$ is approximated by

$$F_{X,j+1/2} := B_{j+1/2} + G_{j+1/2} - J_{j+1/2}, \quad j = -1, \ldots, N + 1.$$ 

The corresponding flux of (2.27b) is $P_{X,j+1/2}F_{X,j+1/2}$, where $P_{X,j+1/2}$ needs to be defined. If $F_{X,j+1/2} > 0$, then particles move in the direction of the z-axis over the boundary $z_{j+1/2}$, i.e., downwards. Then the values of $P_{X,j+1/2}$ at the cell boundary are those coming from the left cell, i.e., $P_{X,j}$. If $F_{X,j+1/2} \leq 0$, then the particles move upwards and the values are $P_{X,j+1}$. Consequently, following [16] we define

$$P_{X,j+1/2} := \begin{cases} 
P_{X,j+1} & \text{if } F_{X,j+1/2} \leq 0, \\
P_{X,j} & \text{if } F_{X,j+1/2} > 0,
\end{cases} \quad j = -1, \ldots, N + 1.$$ 

For the liquid percentage vector appearing in (2.27d), we use the same principle. By (2.23), we define $F_{L,j+1/2} := \rho_L q_{j+1/2} - r F_{X,j+1/2}$ for $j = -1, \ldots, N + 1$ and

$$P_{L,j+1/2} := \begin{cases} 
P_{L,j+1} & \text{if } F_{L,j+1/2} \leq 0, \\
P_{L,j} & \text{if } F_{L,j+1/2} > 0,
\end{cases} \quad j = -1, \ldots, N + 1.$$ 

We introduce the notation $[\Delta F] := F_{j+1/2} - F_{j-1/2}$ and let $\delta_{j,j_i}$ denote the Kronecker delta, which is 1 if $j = j_i$ and zero otherwise. The conservation of mass for each layer gives the following method-of-lines equations (for $j = 0, \ldots, N + 1$):

$$\frac{dX_j}{dt} = -\frac{[\Delta F_{X,j}]}{\Delta z} + \delta_{j,j_i} \frac{X_{j_i} q_i}{\Delta z} + \gamma_j \tilde{R}_{X,j}, \quad (3.5a)$$

$$\frac{d(P_{X,j}X_j)}{dt} = -\frac{[\Delta(P_{X}F_{X,j})]}{\Delta z} + \delta_{j,j_i} \frac{P_{X,j_i}X_j q_i}{\Delta z} + \gamma_j R_{X,j}, \quad (3.5b)$$

$$L_j = \rho_L - r_X X_j, \quad L_{L,j+1/2} = \rho_L q_{j+1/2} - r F_{X,j+1/2},$$

$$\frac{d(P_{L,j}L_j)}{dt} = -\frac{[\Delta(P_{L}F_{L,j})]}{\Delta z} + \delta_{j,j_i} \frac{P_{L,j_i}L_j q_i}{\Delta z} + \gamma_j R_{L,j}, \quad (3.5c)$$

$$P^{(k_L)} = 1 - (F^{(1)}_{L} + \ldots + F^{(k_L-1)}_{L}). \quad (3.5d)$$

If $X_j = 0$, i.e., there are no solids in layer $j$, then the value of $P_{X,j}$ is irrelevant. Furthermore, note that in (3.5a) we have $\tilde{R}_{X,j} = \tilde{R}_X(C_{j_i} S_j)$, where $C_{j_i} = P_{X,j_i}X_j$ and $S_j = P_{L,j}L_j = P_{L,j} (\rho_L - r X_j)$, where $P_{L,j}$ is a vector containing the first $k_L - 1$ components of $P_{L,j}$. The same holds for each component of $R_{X,j}$ and $R_{L,j}$. In (3.5c) and similar formulas below for the computation of $P_L$, we skip the notation with a bar over all vectors. It is understood that the last equation of (3.5c) is replaced by (3.5d).
3.2. Explicit fully discrete scheme

First, we recall that the initial data for any (one-step) time discretization method can be obtained as is shown in Section 2.8. If the final simulation time is \( T \), we let \( t_n, n = 0, 1, \ldots, n_T \), denote the discrete time points and \( \Delta t = T/n_T \) the time step that should satisfy a certain CFL condition depending on the chosen time-integration method. Set \( \lambda := \Delta t/\Delta z \). For explicit schemes, the right-hand sides of the equations are evaluated at time \( t_n \).

The biological reactions do not only influence the variables locally via the reaction terms, but also globally via \( \Delta t \gamma_j \). For explicit Euler time integration of (3.5a)-(3.5c), we note in particular the approximation

\[
\frac{d(P_{X,j}X_j)}{dt} \approx \frac{P_{X,j}^{n+1}X_j^{n+1} - P_{X,j}^nX_j^n}{\Delta t},
\]

which implies the following explicit scheme (recall that always \( L_j^{n+1} > 0 \)):

\[
\begin{align*}
X_j^{n+1} &= X_j^n + \lambda \left( -[\Delta F_X]_j + \delta_{j,j}X_i^n q_l^n \right) + \Delta t \gamma_j \bar{R}_{X,j}, \\
P_{X,j}^{n+1} &= \begin{cases} \text{irrelevant, e.g. } P_{X,j}^n & \text{if } X_j^{n+1} = 0, \\ \frac{1}{L_j^{n+1}} \left[ P_{X,j}^n X_j^n + \lambda \left( -[\Delta(P_X^n P_L^n)]_j + \delta_{j,j}P_{X,j}^n X_i^n q_l^n \right) + \Delta t \gamma_j R_{X,j}^n \right] & \text{if } X_j^{n+1} > 0, \end{cases} \\
L_j^{n+1} &= \rho_L - r X_j^{n+1}, \\
P_{L,j}^{n+1} &= \rho_L q_j^{n+1/2} - r F_{X,j+1/2}^n, \\
P_{L,j}^{n+1} &= \frac{1}{L_j^{n+1}} \left[ P_{L,j}^n L_j^n + \lambda \left( -[\Delta(P_L^n P_L^n)]_j + \delta_{j,j}P_{L,j}^n L_i^n q_l^n \right) + \Delta t \gamma_j R_{L,j}^n \right], \\
P_{L,j}^{(k+1),n+1} &= 1 - (P_{L,j}^{(1),n+1} + \ldots + P_{L,j}^{(k-1),n+1} + P_{L,j}^{(k),n+1}).
\end{align*}
\]

The biological reactions do not only influence the variables locally via the reaction terms, but also globally via the additional bulk velocity term \( q_{\text{reac}}^n \). In fact, a local volume increase or decrease at \( z = z_0 \) has an immediate influence for all \( z < z_0 \). In other words, the bulk velocity change \( q_{\text{reac}}(z; C, S) \) given by (2.18) depends on the reactions in the interval \([z, B]\). For the numerical scheme, this means that the update formulas for the concentrations in a layer \( j_0 \) contain the other concentrations in all layers \( j > j_0 \); see (3.2). We will see in Section 4 that this unfortunately means that the scheme is not monotone. The terms \( R_j, j = 1, \ldots, N \) in (3.1) destroy the monotonicity. Since these are negligible in wastewater treatment (see Sect. 5), we define \( q_{\text{reac}}^{n+1} := 0 \) instead of (3.1).

3.3. CFL condition

We define the vector of unknowns \( \mathbf{u} := (p_X, p_L, L) \) and the following bounds (which are assumed to be finite):

\[
\begin{align*}
\|f_b\|_\infty &:= \max_{0 \leq t \leq T} |f_b(X)|, & \|q\|_\infty &:= \max_{0 \leq t \leq T} q(t), \\
M_C &:= \sup_{u \in \mathcal{U}, 1 \leq k \leq k_X} \left| \frac{\partial R_X}{\partial C^{(k)}} \right|, & M_S &:= \sup_{u \in \Omega, 1 \leq k \leq k_{L-1}} \left| \frac{\partial R_X}{\partial S^{(k)}} \right|, \\
M_C^X &:= \sup_{u \in \mathcal{U}, 1 \leq k \leq k_X} \left| \frac{\partial R_X^{(k)}}{\partial C^{(k)}} \right|, & M_S^X &:= \sup_{u \in \mathcal{U}, 1 \leq k \leq k_{L-1}} \left| \frac{\partial R_X^{(k)}}{\partial S^{(k)}} \right|
\end{align*}
\]

along with \( M := M_C + r M_S \). The CFL condition is

\[
\Delta t \left( \frac{\|q\|_\infty}{\Delta z} + \max(\beta_X, \beta_P, \beta_P) \right) \leq 1, \quad \text{(CFL)}
\]
where
\begin{equation}
\beta_X := \frac{\|f_b\|_{\infty}}{\Delta z} + \frac{2\|d\|_{\infty}}{\Delta z^2} + M, \quad \beta_{P_X} := \frac{\|f_b\|_{\infty}}{\Delta z} + \frac{2\|d\|_{\infty}}{\Delta z^2} + M^X_C,
\end{equation}
\begin{equation}
\beta_{P_L} := \frac{\|f_b\|_{\infty}}{\Delta z(\rho_X - X_{\max})} + \frac{2D(X_{\text{max}})}{\Delta z^2(\rho_X - X_{\max})} + M^L_S.
\end{equation}

4. Properties of the numerical scheme

With \(\eta := \lambda/\Delta z = \Delta t/\Delta z^2\) the update formula (3.6a) reads for each layer:
\begin{align*}
X_0^{n+1} &= X_0^n - \lambda[\Delta B^n]_0, \\
X_1^{n+1} &= X_1^n - \lambda([\Delta B^n]_1 + G(X_1^n, X_2^n)) + \eta(D(X_2^n) - D(X_1^n)) + \Delta t \tilde{R}_{X,1}^n, \\
X_j^{n+1} &= X_j^n - \lambda([\Delta B^n]_j + G(X_j^n, X_{j+1}^n) - G(X_j^{n-1}, X_j^n)) \\
&\quad + \eta(D(X_j^{n+1}) - 2D(X_j^n) + D(X_j^{n-1})) + \lambda^\delta_{j+2}X_j^n \eta + \Delta t \tilde{R}_{X,j}^n, \quad j = 2, \ldots, N - 1, \\
X_N^{n+1} &= X_N^n - \lambda([\Delta B^n]_N - G(X_{N-1}^n, X_N^n)) - \eta(D(X_N^n) - D(X_{N-1}^n)) + \Delta t \tilde{R}_{X,N}^n, \\
X_{N+1}^{n+1} &= X_{N+1}^n - \lambda([\Delta B^n]_{N+1}) + \Delta X_{N+1}^n.
\end{align*}

To be able to prove an invariant region property for each variable, we want every formula to be a monotone function of each argument, i.e., we wish to have \(\partial X_j^{n+1}/\partial X_k^n \geq 0\) for all \(j, k\). For \(j = k\), this can be achieved by invoking (CFL). The problematic terms above are \(\lambda[\Delta B^n]_j\) since they contain the bulk velocity reaction function \(q^{\text{reac}}\) in (2.18). To see this, we let the characteristic function \(\chi_I\) be equal to 1 if the statement \(I\) is true, otherwise 0. Then
\begin{equation}
B_{j+1/2} = X_{j+1/2} = X_j + q_{j+1/2} \chi_{q_{j+1/2} \leq 0} + X_j q_{j+1/2} \chi_{q_{j+1/2} > 0}
\end{equation}
and hence, for \(j = 0, \ldots, N - 1\) and \(k = j + 2, \ldots, N + 1\), we have
\begin{equation}
\frac{\partial X_j^{n+1}}{\partial X_k} = -\lambda \left( \lambda \left( X_j q_{j+1/2} \leq 0 \right) \frac{\partial q_{j+1/2}}{\partial X_k} + \left( X_j q_{j-1/2} \leq 0 \right) \frac{\partial q_{j-1/2}}{\partial X_k} \right).
\end{equation}

The derivatives of \(q_j^{n+1/2}\) can have any sign due to the reaction terms. We therefore confine the analysis to the scheme when we set \(R_j := 0, j = 1, \ldots, N\) in (3.1), i.e. \(q_{j+1/2} := 0\). Then \(q_{j+1/2}\) depends only on time and (3.6) becomes a three-point scheme.

**Lemma 4.1.** Assume that \(0 \leq X_j \leq X_{\text{max}}\) for all \(j\). Then the Godunov flux \(G_{j+1/2} = G(X_j, X_{j+1})\), see (3.4), applied on \(0 \leq f_b \in C^1\) satisfies
\begin{equation}
-\|f_b\|_{\infty} \leq \frac{\partial G_{j+1/2}}{\partial X_{j+1}} \leq |\partial G_{j+1/2}/X_{j+1}| \leq \|f_b\|_{\infty}, \quad \frac{\partial G_{j+1/2}}{X_{j+1}} \leq \|f_b\|_{\infty}, \quad \frac{G_{j+1/2}}{X_{j+1}} \leq \|f_b\|_{\infty}.
\end{equation}

**Proof.** If \(X_j \leq X_{j+1}\), then \(G_{j+1/2} = \min\{f_b(X_j), f_b(\xi), f_b(X_{j+1})\}\), where \(\xi \in (X_j, X_{j+1})\) is a (possible) stationary point of \(f_b\). If \(G_{j+1/2} = f_b(X_j)\), then \(X_j\) is the minimum point and the left endpoint of the interval, hence \(\partial G_{j+1/2}/\partial X_j = f_b'(X_j) \geq 0\). Otherwise, \(\partial G_{j+1/2}/\partial X_j = 0\) holds. Similarly, if \(X_j > X_{j+1}\), then \(\partial G_{j+1/2}/\partial X_j = 0\) or \(= f_b'(X_j) \geq 0\) (the right endpoint \(X_j\) is a maximum point). Analogously, \(\partial G_{j+1/2}/\partial X_{j+1} = 0\) or \(= f_b'(X_{j+1}) \leq 0\). Combining these results, we get
\begin{equation}
\frac{\partial [\Delta G]_j}{\partial X_j} \in \{f_b'(X_j), 0, -f_b'(X_j)\}.
\end{equation}
Assume again $X_j \leq X_{j+1}$, so that $G_{j+1/2} = \min\{f_b(X_j), f_b(\xi), f_b(X_{j+1})\}$. Then $G_{j+1/2}/X_j \leq f_b(X_j)/X_j$ and $G_{j+1/2}/X_{j+1} \leq f_b(X_{j+1})/X_{j+1}$. If $X_j > X_{j+1}$, then $G_{j+1/2} = \max\{f_b(X^n_j), f_b(\xi), f_b(X^n_{j+1})\}$ where $\xi \in (X_{j+1}, X_j)$ is a possible stationary point. Then we have

$$\frac{G_{j+1/2}}{X_{j+1}} \leq \frac{G_{j+1/2}}{X_j} = \begin{cases} \text{either} & f_b(X_j)/X_j, \\ \text{or} & f_b(\xi)/X_j \leq f_b(\xi)/\xi, \\ \text{or} & f_b(X_{j+1})/X_j \leq f_b(X_{j+1})/X_{j+1}. \end{cases}$$

For any $X \in (0, X_{\max})$, take $\xi \in (0, X)$ according to the mean-value theorem so that

$$f_b(X) = f_b(X) - f_b(0) \leq f_b(\xi) \leq \|f_b\|_\infty.$$

We define the vector of unknown discrete variables $U^n_j := (P^n_{x,j}, X^n_j, P^n_{l,j}, L^n_j)$.

**Lemma 4.2.** Assume that $U^n_j \in \Omega$ for all $j$. Then the following holds for $i = 1, \ldots, k_X$:

$$\left| \frac{\partial R^n_{x,j}}{\partial X_k} \right| \leq M_k \text{ if } k = j, \quad \left| \frac{\partial R^n_{x,j}}{\partial P(i)_{x,k}} \right| = X_k \left| \frac{\partial R^n_{x,j}}{\partial C(i)_{k}} \right| \leq X_j M_C \text{ if } k = j, \quad \left| \frac{\partial R^n_{x,j}}{\partial C(i)_{k}} \right| = 0 \text{ if } k \neq j.$$

**Proof.** The cases $k \neq j$ are trivial. Assume that $k = j$ and differentiate

$$\frac{\partial R^n_{x,j}}{\partial X_k} = \frac{\partial R^n_{x,j}}{\partial X_k} \left( P^n_{x,j} X_j, P^n_{l,j} (\rho_L - r X_j) \right) = P^n_{x,j} \nabla_C R^n_{x,j} - r P^n_{l,j} \nabla_s R^n_{x,j},$$

where

$$\left| P^n_{x,j} \nabla_C R^n_{x,j} \right| \leq \sum_{i=1}^{k_x} \left| P(i)_{x,j} \right| \left| \frac{\partial R^n_{x,j}}{\partial C(i)_{x,k}} \right| \leq M_C \sum_{i=1}^{k_x} \left| P(i)_{x,j} \right| = M_C,$$

and the second term is estimated similarly. The derivative $|\partial R^n_{x,j}/\partial P(i)_{x,k}|$ is handled similarly. \qed

We define $a^+ := \max\{a, 0\}$ and $a^- := \min\{a, 0\}$.

**Lemma 4.3.** If $U^n_j \in \Omega$, $q_{j+1/2}^{\text{new}} := 0$ for all $j$ and (CFL) holds, then $0 \leq X^n_{j+1} \leq 1$ for all $j$.

**Proof.** We write the update formula (3.6a) for $j = 0, \ldots, N+1$ as

$$X^n_{j+1} = \mathcal{H}_X(X^n_{j-1}, X^n_j, X^n_{j+1}),$$

and we shall show that $\mathcal{H}_X$ is a monotone function in each of its variables. We can write (4.1) as

$$B^n_{j+1/2} = X_{j+1} q^n_{j+1/2} + X_j q^n_{j+1/2},$$

so that

$$\frac{\partial [DB^n_{j+1/2}]}{\partial X^n_j} = \frac{\partial}{\partial X^n_j} \left( B^n_{j+1/2} - B^n_{j-1/2} \right) = \frac{\partial}{\partial X^n_j} \left( X^n_{j+1} q^n_{j+1/2} + X^n_j q^n_{j+1/2} - X^n_{j-1} q^n_{j-1/2} - X^n_{j-1} q^n_{j-1/2} \right),$$

$$= q^n_{j+1/2} - q^n_{j-1/2} \leq q^n_{j+1/2} - q^n_{j-1/2} = q^n_0 + q^n_1 = q^n \leq \|q\|_\infty.$$
Differentiation of (3.6a) and utilization of (CFL) and Lemmas 4.1 and 4.2 imply
\[
\frac{\partial X_j^{n+1}}{\partial X_j^n} = 1 - \lambda \frac{\partial [\Delta B^n]}{\partial X_j^n} \geq 1 - \lambda \|q\|_\infty \geq 0, \quad \frac{\partial X_j^{n+1}}{\partial X_j^n} = -\lambda q_j^n \geq 0, \quad \frac{\partial X_j^{n+1}}{\partial X_j^n} = \lambda q_j^n \geq 0,
\]
\[
\frac{\partial X_j^{n+1}}{\partial X_{j-1}^{n}} = 1 - \lambda \left( \frac{\partial [\Delta B^n]}{\partial X_{j-1}^{n}} + \frac{\partial \mathcal{G}(X_{j-1}^{n}, X_j^n)}{\partial X_{j-1}^{n}} \right) - \eta d(X_j^n) + \Delta t \frac{\partial \tilde{R}_{X,j}^n}{\partial X_j^n} \geq 1 - (\lambda \|q\|_\infty + \|f'_b\|_\infty) + \eta \|d\|_\infty + \Delta t M \geq 0,
\]
\[
\frac{\partial X_j^{n+1}}{\partial X_{j-1}^{n}} = \lambda \left( q_{j-1/2} - \frac{\partial \mathcal{G}(X_{j-1}^{n}, X_j^n)}{\partial X_{j-1}^{n}} \right) + \eta d(X_{j-1}^{n}) \geq 0, \quad j = 2, \ldots, N - 1,
\]
\[
\frac{\partial X_j^{n+1}}{\partial X_{j+1}^{n}} = 1 - \lambda \left( \frac{\partial [\Delta B^n]}{\partial X_j^n} + \frac{\partial [\Delta \mathcal{G}^n]}{\partial X_j^n} \right) - 2\eta d(X_j^n) + \Delta t \frac{\partial \tilde{R}_{X,j}^n}{\partial X_j^n} \geq 1 - (\lambda \|q\|_\infty + \|f'_b\|_\infty) + 2\eta \|d\|_\infty + \Delta t M \geq 0, \quad j = 2, \ldots, N - 1,
\]
\[
\frac{\partial X_j^{n+1}}{\partial X_{j+1}^{n}} = -\lambda \left( q_{j+1/2} + \frac{\partial \mathcal{G}(X_{j}^{n}, X_{j+1}^{n})}{\partial X_{j}^{n}} \right) + \eta d(X_{j+1}^{n}) \geq 0, \quad j = 2, \ldots, N - 1.
\]

The remaining derivatives at the boundary \( z = B \) are symmetric to those at \( z = -H \). The proved monotonicity of \( \mathcal{H}_X \) and the assumptions (2.6) imply that, for \( j \neq j_i \),
\[
0 = \mathcal{H}_X(0, 0, 0) \leq X_j^{n+1} = \mathcal{H}_X(X_{j-1}^{n}, X_j^n, X_{j+1}^n) \leq \mathcal{H}_X(X_{\text{max}}, X_{\text{max}}, X_{\text{max}}) = X_{\text{max}}
\]
and for \( j = j_i \) we have
\[
0 \leq \Delta t X_i q_i = \mathcal{H}_X(0, 0, 0) \leq X_{j_i}^{n+1} = \mathcal{H}_X(X_{j_i-1}^{n}, X_{j_i}^n, X_{j_i+1}^n) \leq \mathcal{H}_X(X_{\text{max}}, X_{\text{max}}, X_{\text{max}}) = X_{\text{max}} - \lambda (q_j X_{\text{max}} - (q_j - q_i) X_{\text{max}}) + \lambda X_i q_i = X_{\text{max}} - \lambda q_i (X_{\text{max}} - X_i) \leq X_{\text{max}}.
\]

\textbf{Lemma 4.4.} If \( U_j^n \in \Omega \), \( \delta_{j+1/2} \equiv 0 \) for all \( j \), and (CFL) holds, then \( 0 \leq P_{X,j}^{n+1} \leq 1 \) for all \( j \).

\textbf{Proof.} If \( X_{j+1}^{n+1} = 0 \), then \( P_{X,j}^{n+1} = P_{X,j}^n \in [0, 1] \). We assume that \( X_{j+1}^{n+1} > 0 \) and write (3.6b) as
\[
P_{X,j}^{n+1} = \frac{\Psi_{X,j}^n}{X_{j+1}^n}, \quad \text{where} \quad \Psi_{X,j}^n := P_{X,j}^n X_j^n + \lambda \left( -[\Delta(P_X^n F_X^n)]_j + \delta_{j,j_i} P_{X,j}^n q_j^n \right) + \Delta t \gamma_j \tilde{R}_{X,j}^n,
\]
and
\[
[\Delta(P_X^n F_X^n)]_j = P_{X,j+1/2}^n F_{X,j+1/2}^n - P_{X,j-1/2}^n F_{X,j-1/2}^n = P_{X,j+1}^n F_{X,j+1/2}^n + P_{X,j}^n F_{X,j+1/2}^n - P_{X,j}^n F_{X,j-1/2}^n - P_{X,j-1}^n F_{X,j-1/2}^n.
\]

Consider \( \Psi_{X,j}^{(k),n} = \Psi_{X,j}^n (P_{X,j}^{(k),n}) \). We have
\[
\Psi_{X,j}^{(k),n} (P_{X,j}^{(k),n}) = X_j^n = \lambda \left( F_{X,j+1/2}^{(k),n} - F_{X,j-1/2}^{(k),n} \right) + \Delta t \gamma_j \frac{\partial R_{X,j}^{(k),n}}{\partial P_{X,j}^{(k),n}}.
\]

The last term here is estimated by
\[
\Delta t \gamma_j \frac{\partial R_{X,j}^{(k),n}}{\partial P_{X,j}^{(k),n}} = X_j^n \Delta t \gamma_j \frac{\partial R_{X,j}^{(k),n}}{\partial P_{X,j}^{(k),n}} \geq -X_j^n \Delta t M E_X
\]
If it follows that \( \Psi \), Hence, we follow the proof of Lemma 4.4 and write (3.6e) as

\[
\text{Proof.} \quad \text{By Assumption (2.5), we have}
\]

\[
\begin{align*}
G_{j+1/2}^n + (-G_{j-1/2})^+ & = (X_j^n q_{j+1/2}^n + X_j^n q_{j+1/2}^n)^+ + (-X_j^n q_{j-1/2}^n - X_j^n q_{j-1/2}^n)^+ \\
& \leq X_j^n (q_{j+1/2}^n - q_{j-1/2}^n) \leq X_j^n (q_{j+1/2}^n - q_{j+1/2}^n)
\end{align*}
\]

\[
= X_j^n (q^n + q^n) = X_j^n q^n \leq X_j^n \|q\|_\infty.
\]

Since \( G(u, v) > 0 \) whenever \( f_0 > 0 \) we use Lemma 4.1 to obtain

\[
G_{j+1/2}^n + (-G_{j-1/2})^+ = G_{j+1/2}^n + (-G_{j-1/2})^+ \leq X_j^n \|f'_b\|_\infty.
\]

The term corresponding to \(-J\) is estimated by utilizing that \( D(X) \) is a non-decreasing function, which is zero for \( X \leq X_c \):

\[
(-J_{j+1/2}^n)^+ + J_{j-1/2}^n = \frac{1}{\Delta s} \left( (D(X_j^n) - D(X_{j+1}))^+ + (D(X_j^n) - D(X_{j-1}))^+ \right)
\]

\[
\leq \frac{1}{\Delta s} 2D(X_j^n) = \frac{2}{\Delta s} \int_{X_j}^{X_{j+1}} d(s) ds \leq X_j^n 2\|d\|_\infty \quad \Delta t \delta C \Delta z.
\]

The CFL condition (CFL) now implies that

\[
(\Psi_{X,j}^{(k),n}(P_{X,j}^{(i),n}) \geq X_j^n \left[ 1 - \left( \lambda (\|q\|_\infty + \|f'_b\|_\infty) + 2\eta \|d\|_\infty + \Delta t M C \right) \right] \geq 0.
\]

By Assumption (2.5), we have

\[
\Psi_{X,j}^{(k),n}(0) = \lambda \left( -P_{X,j+1}^{(k),n} F_{X,j+1/2}^n + P_{X,j-1}^{(k),n} F_{X,j-1/2}^n + \delta_{j,i} P_{X,i}^{(k),n} X_j^n q_j^n \right) + \Delta t \gamma_l R_{X,j}^{(k),n} |_{P_{X,j}^{(i),n}=0} \geq 0.
\]

Hence,

\[
\Psi_{X,j}^{(k),n}(P_{X,j}^{(k),n}) \geq 0 \text{ holds for all } k = 1, \ldots, k_X \text{, and since}
\]

\[
\sum_{k=1}^{k_X} \Psi_{X,j}^{(k),n} = X_j^{n+1},
\]

it follows that \( \Psi_{X,j}^{(k),n} \leq X_j^{n+1} \). We have proved that \( 0 \leq P_{X,j}^{n+1} \leq 1 \).

\[\square\]

**Lemma 4.5.** If \( U_j^n \in \Omega, q_{j+1/2}^{\text{reac.,n}} := 0 \text{ for all } j \text{ and (CFL) holds, then } 0 \leq P_{L,j}^{n+1} \leq 1 \text{ for all } j.\)

**Proof.** We follow the proof of Lemma 4.4 and write (3.6e) as

\[
P_{L,j}^{n+1} = \Psi_{L,j}^{(k),n} \left( \frac{P_{L,j}^{(k),n}}{L_j^{n+1}} \right), \text{ where } \Psi_{L,j}^{(k),n} := P_{L,j}^{(k),n} F_{L,j}^n + \lambda \left[ \Delta \left( P_{L,j}^{(k),n} F_{L,j}^n \right) \right]_j + \delta_{j,i} P_{L,i}^{(k),n} \left[ X_j^n q_j^n \right] + \Delta t \gamma_l R_{L,j}^{(k),n}.
\]

We consider \( \Psi_{L,j}^{(k),n} = \Psi_{L,j}^{(k),n} \left( P_{L,j}^{(k),n} \right) \) and calculate

\[
(\Psi_{L,j}^{(k),n}) \left( P_{L,j}^{(i),n} \right) = L^n - \lambda \left( F_{L,j+1/2}^{n+1} - F_{L,j-1/2}^{n-1} \right) + \Delta t \gamma_l \frac{\partial R_{L,j}^{(k),n}}{\partial P_{L,j}^{(k),n}}.
\]

(4.5)

For the expression within curled bracket of (4.5), we note that

\[
F_{L,j+1/2}^{n+1} = (q_{j+1/2}^{n+1} \rho L - r F_{X,j+1/2}^n)^+ = (q_{j+1/2}^{n+1} \rho L - r G_{j+1/2}^n + r J_{j+1/2}^n)^+ \leq T_1 + r J_{j+1/2}^{n+1}.
\]
where $T_1 := (q_{j+1/2}^n \rho_L - rB_{j+1/2}^n)^+$. Similarly, we obtain
\[(-F_{L,j-1/2}^n)^+ \leq T_2 + rG_{j-1/2}^n + r(-J_{j-1/2}^n)^+, \quad T_2 := (-q_{j-1/2}^n \rho_L + rB_{j-1/2}^n)^+.\]

Utilizing $q_{j+1/2}^n = q_{j+1/2}^{n+} + q_{j+1/2}^{n-}$ and $B_{j+1/2}^n = X_{j+1}q_{j+1/2}^{n-} + X_jq_{j+1/2}^{n+}$, we get
\[T_1 + T_2 = (q_{j+1/2}^{n+}(\rho_L - rX_j^n) + q_{j+1/2}^{n-}(\rho_L - rX_j^{n+1}))^+ + (- q_{j-1/2}^{n+}(\rho_L - rX_{j-1}^n) - q_{j-1/2}^{n-}(\rho_L - rX_j^n))^+ = (q_{j+1/2}^{n+}L_j^n + q_{j+1/2}^{n-}L_{j+1}^{n+1})^+ + (-q_{j-1/2}^{n+}L_{j-1}^n - q_{j-1/2}^{n-}L_j^n)^+ \leq (q_{j+1/2}^{n+} - q_{j-1/2}^{n-})L_j^n \leq L_j^n \|q\|_\infty.

For the rest of the terms, we have from Lemma 4.2 and (4.4):
\[rG_{j-1/2}^n \leq r \|f_b\|_\infty = \frac{L_j^n}{\rho_L - rX_j^n} r \|f_b\|_\infty \leq \frac{L_j^n}{\rho_X - X_{\max}} \|f_b\|_\infty,\]
\[r(-J_{j-1/2}^n)^+ \leq \frac{r2D(X_j^n)}{\Delta z} \leq \frac{L_j^n}{\rho_X - X_{\max}} \frac{2D(X_{\max})}{\Delta z}.
\]

The reaction term of (4.5) is handled as
\[\Delta t \gamma_j \frac{\partial R_{L,j}^{(k),n}}{\partial P_{L,j}^{(k),n}} = \Delta t \gamma_j L_j^n \frac{\partial R_{L,j}^{(k),n}}{\partial S_{L,j}^{(k),n}} \geq -\Delta t L_j^n M_L^L.
\]

The CFL condition implies
\[(\Psi_{L,j}^{(k),n})'(P_{L,j}^{(k),n}) \geq L_j^n \left( 1 - \lambda \|q\|_\infty - \frac{\lambda \|f_b\|_\infty + 2\eta D(X_{\max})}{\rho_X - X_{\max}} - \Delta t M_L^L \right) \geq 0.
\]

As in the proof of Lemma 4.4 we have $\Psi_{L,j}^{(k),n}(0) \geq 0$ by the assumption on $R_{L,j}^{(k)}$ corresponding to (2.5). Hence, $\Psi_{L,j}^{(k),n} = \Psi_{L,j}^{(k),n}(P_{L,j}^{(k),n}) \geq 0$ holds for all $k = 1, \ldots, k_X$. Since (see (4.2))
\[\sum_{i=1}^{k_X} [\Delta(P_{L,j}^{(k),n}F_{X,i})]_j = F_{X,j+1/2}^n - F_{X,j-1/2}^n = [\Delta F_{X,j}^n],\]
we have, by (3.6c), (3.6d) and (2.18) with $R = 0$,
\[\sum_{k=1}^{k_L} \Psi_{X,j}^{(k),n} = L_j^n + \lambda \left( -[\Delta F_{X,j}^n]_j + \delta_{j,j_i}L_j^n q_{i_i}^n \right) + \Delta t \gamma_j L_j^n R_{ij}^n \]
\[= \rho_L - rX_j^n + \lambda \left( -\rho_L [\Delta q_{X,j}^n]_j + r[\Delta F_{X,j}^n]_j + \delta_{j,j_i} \rho_L - rX_j^n)q_{i_i}^n \right) - \Delta t \gamma_j L_j^n R_{ij}^n \]
\[= \rho_L - rX_j^{n+1} + \lambda \left( -[\Delta F_{X,j}^n]_j + \delta_{j,j_i} X_j^n q_{i_i}^n \right) + \Delta t \gamma_j L_j^n R_{ij}^n \]n+1 \lambda \rho_L ([\Delta q_{X,j}^n]_j - \delta_{j,j_i} X_j^n q_{i_i}^n) = L_j^{n+1} - \lambda \rho_L ([\Delta q_{X,j}^n]_j - \delta_{j,j_i} q_{i_i}^n) = L_j^{n+1},
where we in the latter equality has used (3.2), which implies $[\Delta q_{X,i}^n]_j = 0$ for $j \neq j_i$ and $[\Delta q_{X,i}^n]_{j_i} = q_{i_i}^n - (q_{i_i}^n - q_{i_i}^n) = q_i$. It follows that $\Psi_{L,j}^{(k),n} \leq L_j^{n+1}$ and have proved that $0 \leq P_{L,j}^{(n+1)} \leq 1$. □
5. Numerical examples

5.1. Preliminaries

The biological reactions are those of a model of denitrification, which is conversion of bound nitrogen to free nitrogen (N₂) that occurs in SSTs in wastewater treatment [7]. The k_X = 2 particulate concentrations are X_OHO (ordinary heterotrophic organisms) and X_U (undegradable organics), and the k_L = 3 soluble concentrations S_N03 (nitrate), S_S (readily biodegradable substrate) and S_N2 (nitrogen), so that \( p_X \cdot X = C = (X_OHO, X_U)^T \) and \( S = (S_N03, S_S, S_N2)^T \). The reaction terms are

\[
R_X = X_OHO \left( \frac{\mu(S) - b}{f_p b} \right) Z(X), \quad R_L = X_OHO \left( \frac{-\frac{1}{Y} \mu(S)}{2.86Y \mu(S)} \right),
\]

where \( Y = 0.67 \) is a yield factor, \( b = 6.94 \times 10^{-6} \text{ s}^{-1} \) is the decay rate of heterotrophic organisms and \( f_p = 0.2 \) is the portion of these that decays to undegradable organics. The continuous function \( Z(X) \) should be equal to one for low concentrations and decrease to zero at some large concentration so that the second technical assumption in (2.6) is satisfied. The function \( Z(X) \) should not influence the condition (CFL). We have used \( Z(X) \equiv 1 \) for all simulations and still obtained bounded solutions. Hence, after some trial simulations, the maximum concentration \( X_{\text{max}} \) can be defined and used in (CFL). We have used \( X_{\text{max}} = 30 \text{ kg/m}^3 \). The specific growth rate function is

\[
\mu(S) := \mu_{\text{max}} \frac{S_{N03}}{K_{N03} + S_{N03}} \frac{S_S}{K_S + S_S},
\]

where \( \mu_{\text{max}} = 5.56 \times 10^{-5} \text{ s}^{-1} \), \( K_{N03} = 5 \times 10^{-4} \text{ kg/m}^3 \), \( K_S = 0.02 \text{ kg/m}^3 \). We get

\[
\tilde{R}_X = \left( \mu(S) - (1 - f_p)b \right) X_OHO Z(X), \quad \tilde{R}_L = - \left( \frac{\mu(S)}{Y} - (1 - f_p)b \right) X_OHO.
\]

In light of (2.12), this implies

\[
|\mathcal{R}(C, S)| \leq \left( \mu_{\text{max}} \left[ \frac{1}{\rho_X} - \frac{1}{\rho_L} \right] \right) + (1 - f_p)b \left[ \frac{1}{\rho_X} - \frac{1}{\rho_L} \right] X_{\text{max}} = 7.0792 \times 10^{-7} \text{ m/s},
\]

so that \( q_{\text{reac}} \) is negligibly small in comparison to the bulk velocities \( q_e \) and \( q_u \) in continuous sedimentation. It is also negligible in batch sedimentation (although \( q_e = q_u = 0 \)), where the interval of settling velocities is \([0, v_0]\) with \( v_0 = 1.76 \times 10^{-3} \text{ m/s} \).
For Examples 1 and 2, we choose the constitutive functions for hindered settling and compression (where \( Z(X) \equiv 1 \) is used in the simulations)

\[
v_{hs}(X) = \frac{v_0}{1 + (X/X_c)^\tilde{r}} Z(X), \quad \sigma_e(X) = \begin{cases} 
0 & \text{for } X < X_c, \\
\alpha(X - X_c) & \text{for } X > X_c,
\end{cases}
\]

where \( v_0 = 1.76 \times 10^{-3} \) m/s, \( \tilde{X} = 3.87 \) kg/m\(^3\), \( \tilde{r} = 3.58 \), \( \alpha = 0.2 \) m\(^2\)/s\(^2\) and \( X_c = 5 \) kg/m\(^3\). Other constants used are \( A = 400 \) m\(^2\), \( \rho_X = 1050 \) kg/m\(^3\), \( \rho_L = 998 \) kg/m\(^3\) and \( g = 9.81 \) m/s\(^2\). For Example 3, we choose the constitutive functions

\[
v_{hs}(X) = v_0 e^{-r_X X} Z(X), \quad \sigma_e(X) = \begin{cases} 
0 & \text{for } X < X_c, \\
\tilde{\alpha} \log((X - X_c + \tilde{\beta})/\tilde{\beta}) & \text{for } X > X_c,
\end{cases}
\]

with \( r_X = 0.55 \) m\(^3\)/kg, \( \tilde{\alpha} = 7.0 \) Pa and \( \tilde{\beta} = 2.9 \) kg/m\(^3\). Graphs of the constitutive functions are shown in Figure 2. All other parameters are as in Examples 1 and 2.

All simulations start from a steady state obtained by a long-time simulation. For Examples 1 and 2, \( Q_1(0) = 175 \) m\(^3\)/h, \( Q_u(0) = 22 \) m\(^3\)/h and \( X_f(0) = 3.5 \) kg/m\(^3\), whereas Example 3 starts from \( Q_1(0) = 100 \) m\(^3\)/h, \( Q_u(0) = 25 \) m\(^3\)/h, and \( X_f(0) = 3 \) kg/m\(^3\). These feed inputs are kept constant for a while, but then varied with time according to Figure 3. The vector of particulate feed percentages is \( p_{X,f}(0) = (5/7, 2/7)^T \) in all examples, and this value is varied only in Example 2; see Figure 3c. The feed substrate concentrations have the following constant values during all simulations: \( S_{S,f}(t) = 9.00 \times 10^{-4} \) kg/m\(^3\), \( S_{NO_3,f}(t) = 6.00 \times 10^{-3} \) kg/m\(^3\), and \( S_{N_2,f}(t) = 0 \) kg/m\(^3\). Different simulation times are used and the values of \( \Delta t \) for different \( N \) determined from (CFL) are given in Table 1. For fine mesh resolutions, the large values of \( \beta_X \) and \( \beta p_X \) establish the expected fact that the time step \( \Delta t \) is limited by the second-order derivative term modelling compression.

5.2. Example 1: Variations of feed flow and particle concentration

We choose the volume flows \( Q_1(t), Q_u(t) \) and the feed concentration \( X_f(t) \) as piecewise constant functions of time specified in Figures 3(a) and 3(b), respectively, and we let \( p_{X,f} \) and \( p_{L,f} \) be constant in time. We have chosen these extreme variations to test the scheme. The initial steady state is kept during the first hour of the simulation; see Figure 4. There is a sludge blanket, i.e., a discontinuity from a low concentration up to the critical concentration \( X_c = 5 \) kg/m\(^3\) separating the hyperbolic and parabolic regions; see also Figure 5(a). The movement of this discontinuity is of particular interest to model in wastewater treatment. Below the discontinuity, the solution is continuous because of the compression effect. At \( t = 4 \) h, the step increase in \( Q_1(t) \), decrease in \( Q_u(t) \) and simultaneous increase in the fed bacteria \( X_{OHO} \) to the SST imply a rapidly rising sludge.
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Figure 3. Examples 1 (a, b), 2 (c) and 3 (d, e): (a, d, e) volumetric flows, (b) solids feed concentration, (c) particulate feed percentages. The piecewise constant values and time points of changes are indicated.

Table 1. Coefficients for the calculation of the CFL condition (CFL), where $\kappa := \|q\|_\infty / \Delta z$.

<table>
<thead>
<tr>
<th>N</th>
<th>$\Delta z$ [m]</th>
<th>$\kappa$ [s$^{-1}$]</th>
<th>$\beta_X$ [s$^{-1}$]</th>
<th>$\beta_{P_X}$ [s$^{-1}$]</th>
<th>$\beta_{P_L}$ [s$^{-1}$]</th>
<th>$\Delta t$ [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.40000</td>
<td>0.001</td>
<td>3.178</td>
<td>0.007</td>
<td>0.166</td>
<td>0.31147</td>
</tr>
<tr>
<td>30</td>
<td>0.13333</td>
<td>0.003</td>
<td>3.207</td>
<td>0.037</td>
<td>0.166</td>
<td>0.30841</td>
</tr>
<tr>
<td>90</td>
<td>0.04444</td>
<td>0.009</td>
<td>3.420</td>
<td>0.249</td>
<td>0.167</td>
<td>0.28875</td>
</tr>
<tr>
<td>270</td>
<td>0.01481</td>
<td>0.027</td>
<td>5.175</td>
<td>2.004</td>
<td>0.171</td>
<td>0.19034</td>
</tr>
<tr>
<td>405</td>
<td>0.00988</td>
<td>0.040</td>
<td>7.591</td>
<td>4.420</td>
<td>0.176</td>
<td>0.12974</td>
</tr>
<tr>
<td>810</td>
<td>0.00494</td>
<td>0.081</td>
<td>20.494</td>
<td>17.324</td>
<td>0.205</td>
<td>0.04812</td>
</tr>
<tr>
<td>2430</td>
<td>0.00165</td>
<td>0.243</td>
<td>156.944</td>
<td>153.774</td>
<td>0.515</td>
<td>0.00630</td>
</tr>
</tbody>
</table>

blanket that reaches the top of the SST around $t = 7$ h, which means that the SST becomes overloaded with solids leaving also through the effluent. The fast reactions imply that the soluble nitrate ($\text{NO}_3$) is quickly converted to $\text{N}_2$ in regions where the bacteria OHO are present, which is below the sludge blanket. At the end of the simulation, this phenomenon is clearly seen by the peak near $z = 0$ in Figure 4(d) and the corresponding dip in Figures 4(f) and 5(f).

5.3. Example 2: Variations of the feed percentages

In this case $Q_t$, $Q_u$, $X_f$ and $p_{L,f}$ are kept the same constants as for the initial steady-state solution. Only $p_{X,f}(t)$ is chosen as a periodically varying function of time as shown in Figure 3(c). The resulting waves in the particle components through from the feed to the bottom are shown in Figures 6(b) and 6(c). A part of the incoming nitrate ($\text{NO}_3$) is transported upwards to the effluent without undergoing any reaction since there...
is no solids in the clarification zone. The need for a high mesh resolution for such extremely varying particle concentrations can be seen in Figures 7(a)–7(c).

5.4. Example 3: Transitions between steady states

In this simulation, shown in Figures 8 and 9, only the volumetric flows $Q_f(t)$ and $Q_u(t)$ are varied in a piecewise constant way according to Figures 3(d) and 3(e). After 7 h the volumetric flows are set to constant values slightly different from the initial ones and a new steady state arises after a transient period with a sludge blanket rising into the clarification zone above the feed inlet. The rise of this discontinuity ends at $t = 3$ h where $Q_f(t)$ is lowered substantially. After $t = 4$ h, the sludge blanket sinks because of the increased volumetric underflow $Q_u(t)$. The transport of $N_2$ in the thickening zone is in accordance with the changes of the bulk flows. The short appearance of particulate bacteria in the clarification zone implies that some of the otherwise non-reacted overflow of nitrate ($NO_3$) is converted to $N_2$; see Figures 8(d) and 8(f).

5.5. Approximate errors

For a given spatial discretization $\Delta z = (B + H)/N$, we denote by $X_{OHO,N}$ the piecewise constant function with $X_{OHO,N}(z, t) = P^{(1),n}_X X^n_j$ if $z \in (z_{j-1/2}, z_{j+1/2}]$ and $t \in (t_{n-1}, t_n]$, and define the approximate relative $L^1$
Figure 5. Example 1: Numerical solutions for coarse discretizations \( N = 10, 30, 90 \) at (a), (d) \( t = 3 \) h, (b, e) \( t = 5 \) h, (c), (f) \( t = 7 \) h. The reference solution \( N = N_{\text{ref}} = 2430 \) is included.

Figure 6. Example 2: Simulation starting from a stationary state followed by variations of the feed percentages of the substrates.
Figure 7. Example 2: Numerical solutions for coarse discretizations ($N = 10, 30, 90$) at (a), (d) $t = 8\,\text{h}$, (b), (e) $t = 12\,\text{h}$ and (c), (f) $t = 18\,\text{h}$. The reference solution ($N = N_{\text{ref}} = 2430$) is included.

Figure 8. Example 3: Simulation starting and ending in two different steady states.
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Figure 9. Example 3: Numerical solutions for coarse discretizations \((N = 10, 30, 90)\) at (a), (d) \(t = 3\) h, (b), (e) \(t = 5\) h and (c), (f) \(t = 10\) h. The reference solution \((N = N_{\text{ref}} = 2430)\) is included.

Table 2. Total approximate relative \(L^1\) errors \(e_{N}^{\text{rel}}(t)\), convergence rates \(\theta(t)\) and CPU times for selected examples and indicated simulated times.

<table>
<thead>
<tr>
<th>(N)</th>
<th>Example 1, (t = 3) h</th>
<th>Example 1, (t = 5) h</th>
<th>Example 1, (t = 7) h</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e_{N}^{\text{rel}}(t))</td>
<td>(\theta(t))</td>
<td>CPU [s]</td>
<td>(e_{N}^{\text{rel}}(t))</td>
</tr>
<tr>
<td>10</td>
<td>0.570</td>
<td>–</td>
<td>0.08</td>
</tr>
<tr>
<td>30</td>
<td>0.233</td>
<td>0.812</td>
<td>0.19</td>
</tr>
<tr>
<td>90</td>
<td>0.085</td>
<td>0.924</td>
<td>0.56</td>
</tr>
<tr>
<td>270</td>
<td>0.029</td>
<td>0.973</td>
<td>2.41</td>
</tr>
<tr>
<td>405</td>
<td>0.018</td>
<td>1.190</td>
<td>5.28</td>
</tr>
<tr>
<td>810</td>
<td>0.007</td>
<td>1.264</td>
<td>28.18</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(N)</th>
<th>Example 2, (t = 8) h</th>
<th>Example 2, (t = 12) h</th>
<th>Example 2, (t = 18) h</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e_{N}^{\text{rel}}(t))</td>
<td>(\theta(t))</td>
<td>CPU [s]</td>
<td>(e_{N}^{\text{rel}}(t))</td>
</tr>
<tr>
<td>10</td>
<td>0.679</td>
<td>–</td>
<td>0.24</td>
</tr>
<tr>
<td>30</td>
<td>0.497</td>
<td>0.284</td>
<td>0.48</td>
</tr>
<tr>
<td>90</td>
<td>0.317</td>
<td>0.410</td>
<td>1.40</td>
</tr>
<tr>
<td>270</td>
<td>0.156</td>
<td>0.643</td>
<td>6.05</td>
</tr>
<tr>
<td>405</td>
<td>0.113</td>
<td>0.797</td>
<td>13.61</td>
</tr>
<tr>
<td>810</td>
<td>0.056</td>
<td>1.003</td>
<td>75.02</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(N)</th>
<th>Example 3, (t = 3) h</th>
<th>Example 3, (t = 5) h</th>
<th>Example 3, (t = 10) h</th>
</tr>
</thead>
<tbody>
<tr>
<td>(e_{N}^{\text{rel}}(t))</td>
<td>(\theta(t))</td>
<td>CPU [s]</td>
<td>(e_{N}^{\text{rel}}(t))</td>
</tr>
<tr>
<td>10</td>
<td>0.302</td>
<td>–</td>
<td>0.05</td>
</tr>
<tr>
<td>30</td>
<td>0.102</td>
<td>0.990</td>
<td>0.12</td>
</tr>
<tr>
<td>90</td>
<td>0.053</td>
<td>0.599</td>
<td>0.32</td>
</tr>
<tr>
<td>270</td>
<td>0.020</td>
<td>0.878</td>
<td>0.94</td>
</tr>
<tr>
<td>405</td>
<td>0.012</td>
<td>1.299</td>
<td>1.53</td>
</tr>
<tr>
<td>810</td>
<td>0.005</td>
<td>1.220</td>
<td>3.96</td>
</tr>
</tbody>
</table>
error

\[ e_{\text{rel}}^{N,X_{\text{OHO}}}(t) := \frac{\| (X_{\text{OHO},N} - X_{\text{OHO},N_{\text{ref}}})(\cdot, t) \|_{L^1(-H,B)}}{\| X_{\text{OHO},N_{\text{ref}}}(\cdot, t) \|_{L^1(-H,B)}} \]

where \( N_{\text{ref}} = 2430 \). The corresponding quantities for \( X_U, S_{\text{NO}_3}, S_{\text{N}_2}, \) and \( S_S \) are defined in the same way. We define the total approximate relative error

\[ e_{\text{rel}}^{N}(t) := e_{\text{rel}}^{N,X_{\text{OHO}}}(t) + e_{\text{rel}}^{N,X_U}(t) + e_{\text{rel}}^{N,S_{\text{NO}_3}}(t) + e_{\text{rel}}^{N,S_{\text{N}_2}}(t) + e_{\text{rel}}^{N,S_S}(t) \]

and the observed convergence rate between two discretizations \( N = N_1 \) and \( N = N_2 \),

\[ \theta(t) := -\frac{\log(e_{N_1}(t)/e_{N_2}(t))}{\log(N_1/N_2)} . \]

Table 2 shows values of \( e_{N}^{\text{rel}}(t), \theta(t) \) and corresponding CPU times, for selected examples and times of those used in Figures 5, 7 and 9. We observe that all approximate total relative errors tend to zero as \( N \) is increased. The rates \( \theta \) assume values between zero and one for \( N \leq 270 \) (among the selected values of \( N \)), as should be expected for a first-order discretization in time and for the convective flux (see [11, 12] for comparable results). The values \( \theta > 1 \) observed for \( N = 810 \) do, however, alert to the limitations of error analysis via a reference solution with \( N_{\text{ref}} = 2430 \).

6. CONCLUDING REMARKS

The one-dimensional model equations (1.1) for continuous sedimentation of multi-component solid particles in a liquid, containing several soluble components, with possible biochemical reactions have been derived. Previous model ingredients such as hindered settling and compression at high concentrations have been complemented with the transport and reactions of components. Focus has been laid on the application to wastewater treatment, for which special simplifying model assumptions have been made. One assumption is that the solid and liquid phases have constant densities. This is not restrictive in wastewater treatment, where the concentrations of the soluble substrates are negligible in the water component.

Although there are only two densities, their difference and the reactions cause a volume change of the suspension; see the bulk velocity component due to reactions \( q^{\text{reac}} \) of the total bulk velocity \( q \) in (2.19). In wastewater treatment, \( q^{\text{reac}} \) seems to be negligible. Hence, our numerical scheme will produce very similar solutions when setting \( q^{\text{reac}} = 0 \). The latter was, however, done to obtain a three-point explicit scheme with the monotonicity properties that lead to the invariant-region property; see Theorem 4.6. For other applications with larger \( q^{\text{reac}} \), our scheme can still be used.

While this paper is focussed on the model formulation, the development of a numerical scheme and its applications, the well-posedness analysis is still open. The basic difficulties associated with the model (1.1) are discussed in Section 1.2. The numerical results confirm that solutions are discontinuous due to changes in the definitions of fluxes across the inlet \( z = 0 \) and outlets \( z = -H, B \) (visible, for instance, in Figure 4a at \( z = 0 \)), the nonlinearity of the flux as a function of \( X \), and the strongly degenerating behaviour of \( D \). The combined effect of both becomes visible, for instance, in the sharpness of the solution at the typical sludge blanket in Figure 4a, which moves up into the clarification zone and eventually overloads the SST. Moreover, the invariant-region principle (Thm. 4.6) is not only an asset in itself for practical purposes (concentrations are nonnegative and percentages satisfy their natural requirements, properties that are not automatically built into finite volume schemes [25]), but along with the underlying monotonicity could also form an important step towards proving existence of a weak solution of the problem via convergence of a scheme, as was done in [11, 12, 28] and many other works for related problems.

Our numerical scheme entails the well-known drastic growth of CPU time concomitant with mesh refinement for explicit discretizations of convection-diffusion-reaction problems. It is therefore highly desirable to develop more efficient solvers for the model, for example, a semi-implicit variant of the scheme that would limit this
growth [8]. Such a scheme would be based on an implicit discretization of the diffusive terms arising in the fully discrete formulation (3.6), with the consequence that the corresponding CFL condition imposes a limitation on $\Delta t/\Delta z$ as in the present treatment (cf. (CFL), (3.7)). While parts of the analysis related to the invariant-region principle can easily be adapted to such an implicit treatment (for instance, Lem. 4.3 can be adapted to a semi-implicit scheme by following [8], (Lem. 3.2)), it is not obvious how to define (in the semi-implicit case) several quantities, for instance the analogue of $F_{X,j+1/2}^n$ that arise in the update formulas for the percentage vectors, (3.6b) and (3.6e). We therefore leave the definition of efficient semi-implicit or implicit-explicit (IMEX) schemes as an open research problem.
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